**Homework 8 by Haritha Pulletikurti**

**Question 11.1**

Using the crime data set uscrime.txt from Questions 8.2, 9.1, and 10.1, build a regression model using:

# Stepwise regression

1. Lasso
2. Elastic net

For Parts 2 and 3, remember to scale the data first – otherwise, the regression coefficients will be on different scales and the constraint won’t have the desired effect.

For Parts 2 and 3, use the glmnet function in R.

Notes on R:

* For the elastic net model, what we called λ in the videos, glmnet calls “alpha”; you can get a range of results by varying alpha from 1 (lasso) to 0 (ridge regression) [and, of course, other values of alpha in between].
* In a function call like glmnet(x,y,family=”mgaussian”,alpha=1) the predictors x need to be in R’s matrix format, rather than data frame format. You can convert a data frame to a matrix using as.matrix – for example, x <- as.matrix(data[,1:n-1])
* Rather than specifying a value of T, glmnet returns models for a variety of values of T.

Answer:

**Stepwise Regression Techniques:**  As we all know,

# Bias: is the difference between average prediction of our model and the correct value we are trying to predict.

# Variance: is the variability of the model prediction based on different data sets i.e. Training / validation/Test data sets.

**Best Model:** We all know the best model is considered to have low bias and low variance.

If n = Number of data points and p = number of predictors

Case 1: if n is very large than p i.e. n >> p, then the least squared regression model tends to have low bias and low variance.

# Case 2: if n is not much larger than p i.e. n >p, then there can be lot of variability in least squares fit resulting in overfitting.

Case 3: If n is smaller than p, i.e. n < p, then the variance is infinite as there is no longer a unique least squared estimate.

There are many approaches for variable selection i.e. excluding the irrelevant variables from a multiple regression model like the ones mentioned below

**Forward Step wise Regression:**

Step 1: Let Mo denote the null model which contains no predictors.

# Step 2: For k = 0, …, p-1

1. Consider all p-k models that augment the predictors in the set Mk with one additional predictor.
2. Choose best among the p-k models, call it Mk+1. Here best is defined as having the smallest RSS or highest R^2.

Step3: Select the single best model from among the Mo, …, Mp using cross validated predictor error AIC, BIC or adjusted R^2.

**Backward Stepwise Elimination:**

Step 1: Let Mo denote the full model which contains all the predictors.

# Step 2: For k = p,p-1, …,1

1. Consider all k models that contain all but one of the predictors in the set Mk, for a total of k-1 predictors.
2. Choose best among these k models, call it Mk-1. Here best is defined as having the smallest RSS or highest R^2.

Step3: Select the single best model from among the Mo, …, Mp using cross validated predictor error AIC, BIC or adjusted R^2.

Backward selection requires that the number of samples n is larger than number of variables in p so that full model can be fit. In contrast Forward selection model can be used even when n < p and so is the only viable subset method when p is large.

# Stepwise Regression: is a combination of both forward selection and backward elimination.

# 1.Start with no predictors.

2.1 Find the best new predictor if it is good enough

a) add that factor, fit model with current set of factors.

b) Remove factors with high p value.

# c) Check if we have enough factors. If not repeat from steps 2.1.

# 2.2 If the chosen new predictor is not good enough

a) remove factors with high p-value

b) fit the model with final set of factors.

**Optimal Model:** The model that contains all the predictors will always have the smallest RSS and the largest R^2, since these quantities are related to training error. We should choose the model that has the low-test error. Since these measurements are not suitable to choose between models with different number of predictors, the best way to choose the model is by checking AIC, BIC and Adjusted R^2.

[References: An Introduction to Statistical Learning Text book].

**Forward Regression**  
  
rm(list = ls())  
set.seed(82)  
uscrime<- read.table("uscrime.txt", stringsAsFactors = FALSE, header = TRUE)  
  
uscrime[1:3,]

## M So Ed Po1 Po2 LF M.F Pop NW U1 U2 Wealth Ineq Prob  
## 1 15.1 1 9.1 5.8 5.6 0.510 95.0 33 30.1 0.108 4.1 3940 26.1 0.084602  
## 2 14.3 0 11.3 10.3 9.5 0.583 101.2 13 10.2 0.096 3.6 5570 19.4 0.029599  
## 3 14.2 1 8.9 4.5 4.4 0.533 96.9 18 21.9 0.094 3.3 3180 25.0 0.083401  
## Time Crime  
## 1 26.2011 791  
## 2 25.2999 1635  
## 3 24.3006 578

# Scale the data  
Scaleduscrime <- as.data.frame(scale(uscrime[,c(1,3:15)]))  
Scaleduscrime <- cbind(uscrime[,2],Scaleduscrime,uscrime[,16])  
colnames(Scaleduscrime)[1] <- "So"  
colnames(Scaleduscrime)[16] <- "Crime"  
  
Scaleduscrime[1:3,]

## So M Ed Po1 Po2 LF M.F  
## 1 1 0.9886930 -1.3085099 -0.9085105 -0.8666988 -1.2667456 -1.1206050  
## 2 0 0.3521372 0.6580587 0.6056737 0.5280852 0.5396568 0.9834175  
## 3 1 0.2725678 -1.4872888 -1.3459415 -1.2958632 -0.6976051 -0.4758239  
## Pop NW U1 U2 Wealth Ineq Prob  
## 1 -0.09500679 1.943738564 0.69510600 0.8313680 -1.3616094 1.679364 1.6497631  
## 2 -0.62033844 0.008483424 0.02950365 0.2393332 0.3276683 0.000000 -0.7693365  
## 3 -0.48900552 1.146296747 -0.08143007 -0.1158877 -2.1492481 1.403647 1.5969416  
## Time Crime  
## 1 -0.05599367 791  
## 2 -0.18315796 1635  
## 3 -0.32416470 578

# Split the data into Training and Test Datasets.  
library(caret)

## Loading required package: lattice

## Loading required package: ggplot2

randomrows <- createDataPartition(y=1:nrow(Scaleduscrime),p=0.7, list = FALSE)  
TrainingData = Scaleduscrime[randomrows,]  
TestData = Scaleduscrime[-randomrows,]  
dim(TrainingData)

## [1] 35 16

dim(TestData)

## [1] 12 16

library(olsrr)

##   
## Attaching package: 'olsrr'

## The following object is masked from 'package:datasets':  
##   
## rivers

## ---------------------------------------------------------------------------

# Perform Forward Regression using aic  
model<-lm(Crime~.,data = TrainingData)  
Forwardfit.aic <-ols\_step\_forward\_aic(model, details = TRUE)

## Forward Selection Method   
## ------------------------  
##   
## Candidate Terms:   
##   
## 1 . So   
## 2 . M   
## 3 . Ed   
## 4 . Po1   
## 5 . Po2   
## 6 . LF   
## 7 . M.F   
## 8 . Pop   
## 9 . NW   
## 10 . U1   
## 11 . U2   
## 12 . Wealth   
## 13 . Ineq   
## 14 . Prob   
## 15 . Time   
##   
## Step 0: AIC = 507.0876   
## Crime ~ 1   
##   
## ------------------------------------------------------------------------------  
## Variable DF AIC Sum Sq RSS R-Sq Adj. R-Sq   
## ------------------------------------------------------------------------------  
## Po1 1 495.841 1128626.869 2453269.016 0.315 0.294   
## Po2 1 496.326 1094409.821 2487486.064 0.306 0.284   
## Prob 1 497.633 999751.467 2582144.419 0.279 0.257   
## Pop 1 499.351 869842.365 2712053.520 0.243 0.220   
## Time 1 502.489 615451.183 2966444.703 0.172 0.147   
## Wealth 1 502.537 611427.125 2970468.761 0.171 0.146   
## U2 1 507.541 154871.969 3427023.917 0.043 0.014   
## Ed 1 507.567 152323.822 3429572.063 0.043 0.014   
## Ineq 1 508.547 54884.610 3527011.276 0.015 -0.015   
## M.F 1 508.844 24841.604 3557054.282 0.007 -0.023   
## So 1 508.940 15112.715 3566783.170 0.004 -0.026   
## NW 1 508.988 10216.386 3571679.500 0.003 -0.027   
## M 1 509.016 7344.408 3574551.478 0.002 -0.028   
## U1 1 509.038 5105.396 3576790.489 0.001 -0.029   
## LF 1 509.085 314.577 3581581.309 0.000 -0.030   
## ------------------------------------------------------------------------------  
##   
##   
## - Po1   
##   
##   
## Step 1 : AIC = 495.8411   
## Crime ~ Po1   
##   
## -----------------------------------------------------------------------------  
## Variable DF AIC Sum Sq RSS R-Sq Adj. R-Sq   
## -----------------------------------------------------------------------------  
## Ineq 1 491.397 412570.973 2040698.043 0.430 0.395   
## M 1 491.519 405405.508 2047863.508 0.428 0.393   
## Time 1 494.656 213421.255 2239847.762 0.375 0.336   
## So 1 494.849 201012.706 2252256.311 0.371 0.332   
## NW 1 495.057 187592.705 2265676.311 0.367 0.328   
## Prob 1 496.070 121066.144 2332202.872 0.349 0.308   
## Pop 1 496.667 80947.348 2372321.668 0.338 0.296   
## Wealth 1 497.570 18934.023 2434334.994 0.320 0.278   
## M.F 1 497.651 13278.426 2439990.591 0.319 0.276   
## U2 1 497.681 11227.973 2442041.043 0.318 0.276   
## U1 1 497.733 7586.205 2445682.812 0.317 0.275   
## Po2 1 497.746 6676.168 2446592.848 0.317 0.274   
## Ed 1 497.764 5367.968 2447901.049 0.317 0.274   
## LF 1 497.780 4263.764 2449005.252 0.316 0.274   
## -----------------------------------------------------------------------------  
##   
## - Ineq   
##   
##   
## Step 2 : AIC = 491.3966   
## Crime ~ Po1 + Ineq   
##   
## -----------------------------------------------------------------------------  
## Variable DF AIC Sum Sq RSS R-Sq Adj. R-Sq   
## -----------------------------------------------------------------------------  
## Wealth 1 484.774 445589.256 1595108.787 0.555 0.512   
## Prob 1 486.606 359892.126 1680805.917 0.531 0.485   
## Ed 1 487.472 317758.831 1722939.212 0.519 0.472   
## M.F 1 490.587 157410.744 1883287.299 0.474 0.423   
## M 1 490.768 147630.923 1893067.120 0.471 0.420   
## Time 1 491.324 117321.510 1923376.533 0.463 0.411   
## LF 1 491.955 82341.568 1958356.475 0.453 0.400   
## U1 1 493.363 1980.571 2038717.472 0.431 0.376   
## U2 1 493.379 1023.689 2039674.354 0.431 0.375   
## Pop 1 493.380 951.595 2039746.449 0.431 0.375   
## NW 1 493.390 357.619 2040340.424 0.430 0.375   
## So 1 493.396 41.327 2040656.716 0.430 0.375   
## Po2 1 493.397 2.564 2040695.479 0.430 0.375   
## -----------------------------------------------------------------------------  
##   
## - Wealth   
##   
##   
## Step 3 : AIC = 484.7744   
## Crime ~ Po1 + Ineq + Wealth   
##   
## -----------------------------------------------------------------------------  
## Variable DF AIC Sum Sq RSS R-Sq Adj. R-Sq   
## -----------------------------------------------------------------------------  
## M 1 478.186 347075.378 1248033.409 0.652 0.605   
## Prob 1 482.112 198933.020 1396175.767 0.610 0.558   
## Time 1 483.484 143109.094 1451999.694 0.595 0.541   
## Ed 1 484.913 82605.957 1512502.830 0.578 0.521   
## M.F 1 485.267 67258.096 1527850.691 0.573 0.517   
## U1 1 486.536 10834.128 1584274.660 0.558 0.499   
## NW 1 486.625 6785.588 1588323.200 0.557 0.497   
## So 1 486.685 4046.061 1591062.727 0.556 0.497   
## LF 1 486.694 3659.550 1591449.238 0.556 0.496   
## U2 1 486.707 3086.595 1592022.192 0.556 0.496   
## Pop 1 486.719 2526.835 1592581.952 0.555 0.496   
## Po2 1 486.745 1337.351 1593771.436 0.555 0.496   
## -----------------------------------------------------------------------------  
##   
## - M   
##   
##   
## Step 4 : AIC = 478.1863   
## Crime ~ Po1 + Ineq + Wealth + M   
##   
## -----------------------------------------------------------------------------  
## Variable DF AIC Sum Sq RSS R-Sq Adj. R-Sq   
## -----------------------------------------------------------------------------  
## Prob 1 477.124 104553.541 1143479.868 0.681 0.626   
## U1 1 477.869 79970.953 1168062.456 0.674 0.618   
## Ed 1 478.051 73880.461 1174152.948 0.672 0.616   
## U2 1 478.557 56776.806 1191256.603 0.667 0.610   
## M.F 1 478.723 51097.530 1196935.879 0.666 0.608   
## Time 1 478.757 49954.024 1198079.385 0.666 0.608   
## NW 1 479.845 12104.006 1235929.403 0.655 0.595   
## So 1 479.968 7776.684 1240256.725 0.654 0.594   
## LF 1 480.134 1847.025 1246186.383 0.652 0.592   
## Po2 1 480.142 1595.606 1246437.803 0.652 0.592   
## Pop 1 480.144 1494.654 1246538.755 0.652 0.592   
## -----------------------------------------------------------------------------  
##   
## - Prob   
##   
##   
## Step 5 : AIC = 477.124   
## Crime ~ Po1 + Ineq + Wealth + M + Prob   
##   
## ----------------------------------------------------------------------------  
## Variable DF AIC Sum Sq RSS R-Sq Adj. R-Sq   
## ----------------------------------------------------------------------------  
## Ed 1 476.040 96447.490 1047032.378 0.708 0.645   
## U1 1 476.409 85335.284 1058144.584 0.705 0.641   
## U2 1 477.242 59865.135 1083614.733 0.697 0.633   
## M.F 1 477.574 49526.924 1093952.944 0.695 0.629   
## LF 1 478.890 7619.524 1135860.344 0.683 0.615   
## Time 1 478.950 5669.305 1137810.563 0.682 0.614   
## Po2 1 479.035 2913.147 1140566.721 0.682 0.613   
## Pop 1 479.098 841.502 1142638.366 0.681 0.613   
## NW 1 479.105 626.205 1142853.662 0.681 0.613   
## So 1 479.124 7.427 1143472.441 0.681 0.612   
## ----------------------------------------------------------------------------  
##   
## - Ed   
##   
##   
## Step 6 : AIC = 476.04   
## Crime ~ Po1 + Ineq + Wealth + M + Prob + Ed   
##   
## -----------------------------------------------------------------------------  
## Variable DF AIC Sum Sq RSS R-Sq Adj. R-Sq   
## -----------------------------------------------------------------------------  
## U2 1 473.509 127134.753 919897.625 0.743 0.677   
## U1 1 475.456 74522.160 972510.218 0.728 0.658   
## LF 1 476.002 59212.052 987820.326 0.724 0.653   
## Time 1 477.007 30442.920 1016589.459 0.716 0.643   
## NW 1 477.574 13847.376 1033185.003 0.712 0.637   
## So 1 477.702 10061.297 1036971.081 0.710 0.635   
## M.F 1 477.730 9223.807 1037808.571 0.710 0.635   
## Pop 1 477.942 2924.112 1044108.266 0.709 0.633   
## Po2 1 478.020 596.911 1046435.467 0.708 0.632   
## -----------------------------------------------------------------------------  
##   
## - U2   
##   
##   
## Step 7 : AIC = 473.5091   
## Crime ~ Po1 + Ineq + Wealth + M + Prob + Ed + U2   
##   
## ---------------------------------------------------------------------------  
## Variable DF AIC Sum Sq RSS R-Sq Adj. R-Sq   
## ---------------------------------------------------------------------------  
## Time 1 474.294 31378.195 888519.430 0.752 0.676   
## LF 1 474.787 18781.605 901116.020 0.748 0.671   
## So 1 475.244 6935.270 912962.355 0.745 0.667   
## NW 1 475.325 4822.279 915075.346 0.745 0.666   
## U1 1 475.449 1579.265 918318.360 0.744 0.665   
## Pop 1 475.492 462.964 919434.661 0.743 0.664   
## M.F 1 475.505 99.901 919797.724 0.743 0.664   
## Po2 1 475.507 50.328 919847.297 0.743 0.664   
## ---------------------------------------------------------------------------  
##   
##   
## No more variables to be added.  
##   
## Variables Entered:   
##   
## - Po1   
## - Ineq   
## - Wealth   
## - M   
## - Prob   
## - Ed   
## - U2   
##   
##   
## Final Model Output   
## ------------------  
##   
## Model Summary   
## -----------------------------------------------------------------  
## R 0.862 RMSE 184.581   
## R-Squared 0.743 Coef. Var 20.622   
## Adj. R-Squared 0.677 MSE 34070.282   
## Pred R-Squared 0.504 MAE 127.287   
## -----------------------------------------------------------------  
## RMSE: Root Mean Square Error   
## MSE: Mean Square Error   
## MAE: Mean Absolute Error   
##   
## ANOVA   
## -----------------------------------------------------------------------  
## Sum of   
## Squares DF Mean Square F Sig.   
## -----------------------------------------------------------------------  
## Regression 2661998.261 7 380285.466 11.162 0.0000   
## Residual 919897.625 27 34070.282   
## Total 3581895.886 34   
## -----------------------------------------------------------------------  
##   
## Parameter Estimates   
## ---------------------------------------------------------------------------------------------  
## model Beta Std. Error Std. Beta t Sig lower upper   
## ---------------------------------------------------------------------------------------------  
## (Intercept) 882.916 32.809 26.911 0.000 815.598 950.234   
## Po1 164.745 67.323 0.481 2.447 0.021 26.610 302.880   
## Ineq 378.075 75.204 1.183 5.027 0.000 223.769 532.381   
## Wealth 266.440 114.685 0.827 2.323 0.028 31.125 501.755   
## M 140.702 45.849 0.457 3.069 0.005 46.628 234.776   
## Prob -122.299 60.001 -0.321 -2.038 0.051 -245.410 0.813   
## Ed 129.626 59.133 0.408 2.192 0.037 8.294 250.958   
## U2 72.373 37.465 0.217 1.932 0.064 -4.500 149.245   
## ---------------------------------------------------------------------------------------------

Forwardfit.aic

##   
## Selection Summary   
## --------------------------------------------------------------------------  
## Variable AIC Sum Sq RSS R-Sq Adj. R-Sq   
## --------------------------------------------------------------------------  
## Po1 495.841 1128626.869 2453269.016 0.31509 0.29434   
## Ineq 491.397 1541197.843 2040698.043 0.43027 0.39467   
## Wealth 484.774 1986787.099 1595108.787 0.55467 0.51158   
## M 478.186 2333862.477 1248033.409 0.65157 0.60511   
## Prob 477.124 2438416.018 1143479.868 0.68076 0.62572   
## Ed 476.040 2534863.508 1047032.378 0.70769 0.64505   
## U2 473.509 2661998.261 919897.625 0.74318 0.67660   
## --------------------------------------------------------------------------

plot(Forwardfit.aic)

![](data:image/png;base64,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)

**Analysis : The Forward Selection Model started with no predictors and at each step added one predictor ( selection was based on the least AIC) until the model can no longer be improved.**

**Here the best Model that the Forward Selection Model gave us is Crime ~ M + Ed + Po1 + U2 + Wealth + Ineq + Prob with AIC = 473.509.**

**# Backward Elimination model using aic**  
BackwardFit.aic <- ols\_step\_backward\_aic(model, details = TRUE)

## Backward Elimination Method   
## ---------------------------  
##   
## Candidate Terms:   
##   
## 1 . So   
## 2 . M   
## 3 . Ed   
## 4 . Po1   
## 5 . Po2   
## 6 . LF   
## 7 . M.F   
## 8 . Pop   
## 9 . NW   
## 10 . U1   
## 11 . U2   
## 12 . Wealth   
## 13 . Ineq   
## 14 . Prob   
## 15 . Time   
##   
## Step 0: AIC = 484.7026   
## Crime ~ So + M + Ed + Po1 + Po2 + LF + M.F + Pop + NW + U1 + U2 + Wealth + Ineq + Prob + Time   
##   
## -----------------------------------------------------------------------------  
## Variable DF AIC Sum Sq RSS R-Sq Adj. R-Sq   
## -----------------------------------------------------------------------------  
## Pop 1 482.714 250.498 802109.470 0.776 0.619   
## Po2 1 482.759 1293.475 803152.447 0.776 0.619   
## So 1 482.772 1583.973 803442.946 0.776 0.619   
## Po1 1 483.175 10902.572 812761.545 0.773 0.614   
## NW 1 483.487 18171.034 820030.007 0.771 0.611   
## U1 1 483.552 19705.007 821563.980 0.771 0.610   
## Time 1 484.499 42220.203 844079.176 0.764 0.599   
## U2 1 484.625 45268.764 847127.737 0.763 0.598   
## LF 1 484.721 47608.402 849467.375 0.763 0.597   
## Prob 1 484.765 48676.878 850535.851 0.763 0.596   
## M.F 1 485.236 60195.359 862054.332 0.759 0.591   
## M 1 486.290 86547.099 888406.072 0.752 0.578   
## Wealth 1 486.643 95547.301 897406.274 0.749 0.574   
## Ed 1 489.051 159477.034 961336.007 0.732 0.544   
## Ineq 1 498.583 460403.892 1262262.865 0.648 0.401   
## -----------------------------------------------------------------------------  
##   
##   
## Variables Removed:   
##   
## - Pop   
##   
##   
## Step 1 : AIC = 482.7135   
## Crime ~ So + M + Ed + Po1 + Po2 + LF + M.F + NW + U1 + U2 + Wealth + Ineq + Prob + Time   
##   
## -----------------------------------------------------------------------------  
## Variable DF AIC Sum Sq RSS R-Sq Adj. R-Sq   
## -----------------------------------------------------------------------------  
## Po2 1 480.761 1092.172 803201.643 0.776 0.637   
## So 1 480.795 1857.929 803967.400 0.776 0.637   
## Po1 1 481.208 11404.397 813513.867 0.773 0.632   
## NW 1 481.517 18630.550 820740.020 0.771 0.629   
## U1 1 481.632 21336.603 823446.074 0.770 0.628   
## U2 1 482.671 46130.102 848239.573 0.763 0.617   
## Time 1 482.682 46415.770 848525.240 0.763 0.616   
## LF 1 482.918 52137.655 854247.125 0.762 0.614   
## Prob 1 483.000 54156.417 856265.887 0.761 0.613   
## M.F 1 483.382 63543.681 865653.151 0.758 0.609   
## M 1 484.493 91466.915 893576.385 0.751 0.596   
## Wealth 1 484.643 95304.099 897413.570 0.749 0.594   
## Ed 1 487.051 159226.701 961336.172 0.732 0.565   
## Ineq 1 497.712 501540.763 1303650.234 0.636 0.411   
## -----------------------------------------------------------------------------  
##   
## - Po2   
##   
##   
## Step 2 : AIC = 480.7612   
## Crime ~ So + M + Ed + Po1 + LF + M.F + NW + U1 + U2 + Wealth + Ineq + Prob + Time   
##   
## -----------------------------------------------------------------------------  
## Variable DF AIC Sum Sq RSS R-Sq Adj. R-Sq   
## -----------------------------------------------------------------------------  
## So 1 478.826 1489.580 804691.223 0.775 0.653   
## NW 1 479.526 17745.888 820947.531 0.771 0.646   
## U1 1 479.641 20448.211 823649.854 0.770 0.645   
## U2 1 480.675 45147.670 848349.313 0.763 0.634   
## LF 1 480.962 52120.699 855322.342 0.761 0.631   
## Prob 1 481.015 53419.316 856620.959 0.761 0.630   
## Time 1 481.166 57138.700 860340.343 0.760 0.629   
## M.F 1 481.409 63130.298 866331.940 0.758 0.626   
## M 1 482.616 93524.644 896726.287 0.750 0.613   
## Wealth 1 482.900 100836.714 904038.357 0.748 0.610   
## Po1 1 484.060 131278.377 934480.019 0.739 0.597   
## Ed 1 485.551 171951.057 975152.700 0.728 0.579   
## Ineq 1 496.058 513397.425 1316599.068 0.632 0.432   
## -----------------------------------------------------------------------------  
##   
## - So   
##   
##   
## Step 3 : AIC = 478.826   
## Crime ~ M + Ed + Po1 + LF + M.F + NW + U1 + U2 + Wealth + Ineq + Prob + Time   
##   
## -----------------------------------------------------------------------------  
## Variable DF AIC Sum Sq RSS R-Sq Adj. R-Sq   
## -----------------------------------------------------------------------------  
## NW 1 477.619 18436.438 823127.661 0.770 0.660   
## U1 1 477.683 19940.065 824631.288 0.770 0.660   
## U2 1 478.721 44775.544 849466.766 0.763 0.649   
## Prob 1 479.053 52859.310 857550.533 0.761 0.646   
## LF 1 479.394 61251.778 865943.000 0.758 0.643   
## Time 1 479.412 61702.685 866393.907 0.758 0.642   
## M.F 1 479.425 62022.316 866713.538 0.758 0.642   
## M 1 480.623 92197.866 896889.088 0.750 0.630   
## Wealth 1 480.985 101529.518 906220.741 0.747 0.626   
## Po1 1 482.791 149525.604 954216.827 0.734 0.606   
## Ed 1 483.714 175023.558 979714.780 0.726 0.596   
## Ineq 1 494.433 526093.088 1330784.311 0.628 0.451   
## -----------------------------------------------------------------------------  
##   
## - NW   
##   
##   
## Step 4 : AIC = 477.6188   
## Crime ~ M + Ed + Po1 + LF + M.F + U1 + U2 + Wealth + Ineq + Prob + Time   
##   
## -----------------------------------------------------------------------------  
## Variable DF AIC Sum Sq RSS R-Sq Adj. R-Sq   
## -----------------------------------------------------------------------------  
## U1 1 476.087 11090.766 834218.426 0.767 0.670   
## Prob 1 477.222 38573.581 861701.242 0.759 0.659   
## U2 1 477.261 39549.547 862677.208 0.759 0.659   
## M.F 1 477.473 44785.628 867913.289 0.758 0.657   
## LF 1 477.653 49263.265 872390.925 0.756 0.655   
## Time 1 478.203 63076.242 886203.902 0.753 0.649   
## Wealth 1 481.272 144278.457 967406.117 0.730 0.617   
## Ed 1 481.717 156678.104 979805.765 0.726 0.612   
## Po1 1 482.173 169529.771 992657.432 0.723 0.607   
## M 1 482.893 190144.934 1013272.594 0.717 0.599   
## Ineq 1 498.234 747540.956 1570668.617 0.561 0.379   
## -----------------------------------------------------------------------------  
##   
## - U1   
##   
##   
## Step 5 : AIC = 476.0873   
## Crime ~ M + Ed + Po1 + LF + M.F + U2 + Wealth + Ineq + Prob + Time   
##   
## -----------------------------------------------------------------------------  
## Variable DF AIC Sum Sq RSS R-Sq Adj. R-Sq   
## -----------------------------------------------------------------------------  
## M.F 1 475.513 34675.622 868894.049 0.757 0.670   
## Prob 1 475.603 36928.143 871146.569 0.757 0.669   
## U2 1 475.700 39342.180 873560.606 0.756 0.668   
## LF 1 475.733 40167.458 874385.885 0.756 0.668   
## Time 1 476.664 63728.189 897946.616 0.749 0.659   
## Ed 1 479.718 145606.358 979824.784 0.726 0.628   
## Po1 1 480.497 167650.813 1001869.239 0.720 0.620   
## Wealth 1 481.909 208893.018 1043111.445 0.709 0.604   
## M 1 482.058 213358.113 1047576.540 0.708 0.602   
## Ineq 1 499.484 889266.996 1723485.423 0.519 0.346   
## -----------------------------------------------------------------------------  
##   
## - M.F   
##   
##   
## Step 6 : AIC = 475.5127   
## Crime ~ M + Ed + Po1 + LF + U2 + Wealth + Ineq + Prob + Time   
##   
## -----------------------------------------------------------------------------  
## Variable DF AIC Sum Sq RSS R-Sq Adj. R-Sq   
## -----------------------------------------------------------------------------  
## LF 1 474.294 19625.381 888519.430 0.752 0.676   
## Time 1 474.787 32221.971 901116.020 0.748 0.671   
## Prob 1 476.232 70188.887 939082.935 0.738 0.657   
## U2 1 476.848 86876.467 955770.516 0.733 0.651   
## Po1 1 478.776 141000.520 1009894.568 0.718 0.631   
## Wealth 1 480.625 195800.679 1064694.728 0.703 0.611   
## Ed 1 481.134 211377.795 1080271.844 0.698 0.606   
## M 1 483.066 272702.069 1141596.117 0.681 0.583   
## Ineq 1 497.983 879375.429 1748269.477 0.512 0.362   
## -----------------------------------------------------------------------------  
##   
## - LF   
##   
##   
## Step 7 : AIC = 474.2944   
## Crime ~ M + Ed + Po1 + U2 + Wealth + Ineq + Prob + Time   
##   
## -----------------------------------------------------------------------------  
## Variable DF AIC Sum Sq RSS R-Sq Adj. R-Sq   
## -----------------------------------------------------------------------------  
## Time 1 473.509 31378.195 919897.625 0.743 0.677   
## Prob 1 474.594 60326.174 948845.604 0.735 0.666   
## U2 1 477.007 128070.028 1016589.459 0.716 0.643   
## Wealth 1 478.818 182046.544 1070565.974 0.701 0.624   
## Po1 1 478.957 186295.061 1074814.491 0.700 0.622   
## Ed 1 479.144 192054.947 1080574.377 0.698 0.620   
## M 1 481.507 267525.139 1156044.570 0.677 0.594   
## Ineq 1 496.044 862794.994 1751314.425 0.511 0.384   
## -----------------------------------------------------------------------------  
##   
## - Time   
##   
##   
## Step 8 : AIC = 473.5091   
## Crime ~ M + Ed + Po1 + U2 + Wealth + Ineq + Prob   
##   
## -----------------------------------------------------------------------------  
## Variable DF AIC Sum Sq RSS R-Sq Adj. R-Sq   
## -----------------------------------------------------------------------------  
## U2 1 476.040 127134.753 1047032.378 0.708 0.645   
## Prob 1 476.519 141548.376 1061446.001 0.704 0.640   
## Ed 1 477.242 163717.108 1083614.733 0.697 0.633   
## Wealth 1 477.888 183890.591 1103788.216 0.692 0.626   
## Po1 1 478.520 204022.573 1123920.198 0.686 0.619   
## M 1 481.982 320862.878 1240760.503 0.654 0.579   
## Ineq 1 494.632 861088.259 1780985.884 0.503 0.396   
## -----------------------------------------------------------------------------  
##   
##   
## No more variables to be removed.  
##   
## Variables Removed:   
##   
## - Pop   
## - Po2   
## - So   
## - NW   
## - U1   
## - M.F   
## - LF   
## - Time   
##   
##   
## Final Model Output   
## ------------------  
##   
## Model Summary   
## -----------------------------------------------------------------  
## R 0.862 RMSE 184.581   
## R-Squared 0.743 Coef. Var 20.622   
## Adj. R-Squared 0.677 MSE 34070.282   
## Pred R-Squared 0.504 MAE 127.287   
## -----------------------------------------------------------------  
## RMSE: Root Mean Square Error   
## MSE: Mean Square Error   
## MAE: Mean Absolute Error   
##   
## ANOVA   
## -----------------------------------------------------------------------  
## Sum of   
## Squares DF Mean Square F Sig.   
## -----------------------------------------------------------------------  
## Regression 2661998.261 7 380285.466 11.162 0.0000   
## Residual 919897.625 27 34070.282   
## Total 3581895.886 34   
## -----------------------------------------------------------------------  
##   
## Parameter Estimates   
## ---------------------------------------------------------------------------------------------  
## model Beta Std. Error Std. Beta t Sig lower upper   
## ---------------------------------------------------------------------------------------------  
## (Intercept) 882.916 32.809 26.911 0.000 815.598 950.234   
## M 140.702 45.849 0.457 3.069 0.005 46.628 234.776   
## Ed 129.626 59.133 0.408 2.192 0.037 8.294 250.958   
## Po1 164.745 67.323 0.481 2.447 0.021 26.610 302.880   
## U2 72.373 37.465 0.217 1.932 0.064 -4.500 149.245   
## Wealth 266.440 114.685 0.827 2.323 0.028 31.125 501.755   
## Ineq 378.075 75.204 1.183 5.027 0.000 223.769 532.381   
## Prob -122.299 60.001 -0.321 -2.038 0.051 -245.410 0.813   
## ---------------------------------------------------------------------------------------------

BackwardFit.aic

##   
##   
## Backward Elimination Summary   
## --------------------------------------------------------------------------  
## Variable AIC RSS Sum Sq R-Sq Adj. R-Sq   
## --------------------------------------------------------------------------  
## Full Model 484.703 801858.973 2780036.913 0.77614 0.59940   
## Pop 482.714 802109.470 2779786.415 0.77607 0.61931   
## Po2 480.761 803201.643 2778694.243 0.77576 0.63695   
## So 478.826 804691.223 2777204.663 0.77534 0.65281   
## NW 477.619 823127.661 2758768.225 0.77020 0.66029   
## U1 476.087 834218.426 2747677.459 0.76710 0.67006   
## M.F 475.513 868894.049 2713001.837 0.75742 0.67009   
## LF 474.294 888519.430 2693376.455 0.75194 0.67562   
## Time 473.509 919897.625 2661998.261 0.74318 0.67660   
## --------------------------------------------------------------------------

**Analysis:** The Backward Elimination Summary method removed 8 predictors which are listed above. It started from model with full predictors, at each step it removed the predictor which resulted the highest AIC. It continued until it removed Pop, Po2, So, NW, U1, MF, LF, Time. This is shown below in the Elimination Plot.

plot(BackwardFit.aic)
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**Analysis: The Backward Elimination Model, suggests that the Best Model is Crime ~ M + Ed + Po1 + U2 + Wealth + Ineq + Prob with AIC = 473.5091.**

**Stepwise Regression using both directions and aic**   
  
model = model<-lm(Crime~.,data = TrainingData)  
  
StepwiseBothFit.aic<- ols\_step\_both\_aic(model, details = TRUE)

## Stepwise Selection Method   
## -------------------------  
##   
## Candidate Terms:   
##   
## 1 . So   
## 2 . M   
## 3 . Ed   
## 4 . Po1   
## 5 . Po2   
## 6 . LF   
## 7 . M.F   
## 8 . Pop   
## 9 . NW   
## 10 . U1   
## 11 . U2   
## 12 . Wealth   
## 13 . Ineq   
## 14 . Prob   
## 15 . Time   
##   
## Step 0: AIC = 507.0876   
## Crime ~ 1   
##   
##   
## Variables Entered/Removed:   
##   
## Enter New Variables   
## ------------------------------------------------------------------------------  
## Variable DF AIC Sum Sq RSS R-Sq Adj. R-Sq   
## ------------------------------------------------------------------------------  
## Po1 1 495.841 1128626.869 2453269.016 0.315 0.294   
## Po2 1 496.326 1094409.821 2487486.064 0.306 0.284   
## Prob 1 497.633 999751.467 2582144.419 0.279 0.257   
## Pop 1 499.351 869842.365 2712053.520 0.243 0.220   
## Time 1 502.489 615451.183 2966444.703 0.172 0.147   
## Wealth 1 502.537 611427.125 2970468.761 0.171 0.146   
## U2 1 507.541 154871.969 3427023.917 0.043 0.014   
## Ed 1 507.567 152323.822 3429572.063 0.043 0.014   
## Ineq 1 508.547 54884.610 3527011.276 0.015 -0.015   
## M.F 1 508.844 24841.604 3557054.282 0.007 -0.023   
## So 1 508.940 15112.715 3566783.170 0.004 -0.026   
## NW 1 508.988 10216.386 3571679.500 0.003 -0.027   
## M 1 509.016 7344.408 3574551.478 0.002 -0.028   
## U1 1 509.038 5105.396 3576790.489 0.001 -0.029   
## LF 1 509.085 314.577 3581581.309 0.000 -0.030   
## ------------------------------------------------------------------------------  
##   
## - Po1 added   
##   
##   
## Step 1 : AIC = 495.8411   
## Crime ~ Po1   
##   
## Enter New Variables   
## ------------------------------------------------------------------------------  
## Variable DF AIC Sum Sq RSS R-Sq Adj. R-Sq   
## ------------------------------------------------------------------------------  
## Ineq 1 491.397 1541197.843 2040698.043 0.430 0.395   
## M 1 491.519 1534032.377 2047863.508 0.428 0.393   
## Time 1 494.656 1342048.124 2239847.762 0.375 0.336   
## So 1 494.849 1329639.575 2252256.311 0.371 0.332   
## NW 1 495.057 1316219.575 2265676.311 0.367 0.328   
## Prob 1 496.070 1249693.014 2332202.872 0.349 0.308   
## Pop 1 496.667 1209574.218 2372321.668 0.338 0.296   
## Wealth 1 497.570 1147560.892 2434334.994 0.320 0.278   
## M.F 1 497.651 1141905.295 2439990.591 0.319 0.276   
## U2 1 497.681 1139854.842 2442041.043 0.318 0.276   
## U1 1 497.733 1136213.074 2445682.812 0.317 0.275   
## Po2 1 497.746 1135303.037 2446592.848 0.317 0.274   
## Ed 1 497.764 1133994.837 2447901.049 0.317 0.274   
## LF 1 497.780 1132890.633 2449005.252 0.316 0.274   
## ------------------------------------------------------------------------------  
##   
## - Ineq added   
##   
##   
## Step 2 : AIC = 491.3966   
## Crime ~ Po1 + Ineq   
##   
## Remove Existing Variables   
## ------------------------------------------------------------------------------  
## Variable DF AIC Sum Sq RSS R-Sq Adj. R-Sq   
## ------------------------------------------------------------------------------  
## Ineq 1 495.841 1128626.869 2453269.016 0.315 0.294   
## Po1 1 508.547 54884.610 3527011.276 0.015 -0.015   
## ------------------------------------------------------------------------------  
##   
## Enter New Variables   
## ------------------------------------------------------------------------------  
## Variable DF AIC Sum Sq RSS R-Sq Adj. R-Sq   
## ------------------------------------------------------------------------------  
## Wealth 1 484.774 1986787.099 1595108.787 0.555 0.512   
## Prob 1 486.606 1901089.969 1680805.917 0.531 0.485   
## Ed 1 487.472 1858956.673 1722939.212 0.519 0.472   
## M.F 1 490.587 1698608.587 1883287.299 0.474 0.423   
## M 1 490.768 1688828.766 1893067.120 0.471 0.420   
## Time 1 491.324 1658519.352 1923376.533 0.463 0.411   
## LF 1 491.955 1623539.410 1958356.475 0.453 0.400   
## U1 1 493.363 1543178.414 2038717.472 0.431 0.376   
## U2 1 493.379 1542221.531 2039674.354 0.431 0.375   
## Pop 1 493.380 1542149.437 2039746.449 0.431 0.375   
## NW 1 493.390 1541555.461 2040340.424 0.430 0.375   
## So 1 493.396 1541239.170 2040656.716 0.430 0.375   
## Po2 1 493.397 1541200.407 2040695.479 0.430 0.375   
## ------------------------------------------------------------------------------  
##   
## - Wealth added   
##   
##   
## Step 3 : AIC = 484.7744   
## Crime ~ Po1 + Ineq + Wealth   
##   
## Remove Existing Variables   
## ------------------------------------------------------------------------------  
## Variable DF AIC Sum Sq RSS R-Sq Adj. R-Sq   
## ------------------------------------------------------------------------------  
## Po1 1 487.950 1732586.652 1849309.234 0.484 0.451   
## Wealth 1 491.397 1541197.843 2040698.043 0.430 0.395   
## Ineq 1 497.570 1147560.892 2434334.994 0.320 0.278   
## ------------------------------------------------------------------------------  
##   
## Enter New Variables   
## ------------------------------------------------------------------------------  
## Variable DF AIC Sum Sq RSS R-Sq Adj. R-Sq   
## ------------------------------------------------------------------------------  
## M 1 478.186 2333862.477 1248033.409 0.652 0.605   
## Prob 1 482.112 2185720.119 1396175.767 0.610 0.558   
## Time 1 483.484 2129896.192 1451999.694 0.595 0.541   
## Ed 1 484.913 2069393.056 1512502.830 0.578 0.521   
## M.F 1 485.267 2054045.195 1527850.691 0.573 0.517   
## U1 1 486.536 1997621.226 1584274.660 0.558 0.499   
## NW 1 486.625 1993572.686 1588323.200 0.557 0.497   
## So 1 486.685 1990833.159 1591062.727 0.556 0.497   
## LF 1 486.694 1990446.648 1591449.238 0.556 0.496   
## U2 1 486.707 1989873.693 1592022.192 0.556 0.496   
## Pop 1 486.719 1989313.933 1592581.952 0.555 0.496   
## Po2 1 486.745 1988124.450 1593771.436 0.555 0.496   
## ------------------------------------------------------------------------------  
##   
## - M added   
##   
##   
## Step 4 : AIC = 478.1863   
## Crime ~ Po1 + Ineq + Wealth + M   
##   
## Remove Existing Variables   
## ------------------------------------------------------------------------------  
## Variable DF AIC Sum Sq RSS R-Sq Adj. R-Sq   
## ------------------------------------------------------------------------------  
## Po1 1 482.752 2076346.586 1505549.300 0.580 0.539   
## M 1 484.774 1986787.099 1595108.787 0.555 0.512   
## Wealth 1 490.768 1688828.766 1893067.120 0.471 0.420   
## Ineq 1 492.661 1583622.645 1998273.240 0.442 0.388   
## ------------------------------------------------------------------------------  
##   
## Enter New Variables   
## ------------------------------------------------------------------------------  
## Variable DF AIC Sum Sq RSS R-Sq Adj. R-Sq   
## ------------------------------------------------------------------------------  
## Prob 1 477.124 2438416.018 1143479.868 0.681 0.626   
## U1 1 477.869 2413833.430 1168062.456 0.674 0.618   
## Ed 1 478.051 2407742.938 1174152.948 0.672 0.616   
## U2 1 478.557 2390639.283 1191256.603 0.667 0.610   
## M.F 1 478.723 2384960.007 1196935.879 0.666 0.608   
## Time 1 478.757 2383816.501 1198079.385 0.666 0.608   
## NW 1 479.845 2345966.483 1235929.403 0.655 0.595   
## So 1 479.968 2341639.161 1240256.725 0.654 0.594   
## LF 1 480.134 2335709.502 1246186.383 0.652 0.592   
## Po2 1 480.142 2335458.083 1246437.803 0.652 0.592   
## Pop 1 480.144 2335357.131 1246538.755 0.652 0.592   
## ------------------------------------------------------------------------------  
##   
## - Prob added   
##   
##   
## Step 5 : AIC = 477.124   
## Crime ~ Po1 + Ineq + Wealth + M + Prob   
##   
## Remove Existing Variables   
## ------------------------------------------------------------------------------  
## Variable DF AIC Sum Sq RSS R-Sq Adj. R-Sq   
## ------------------------------------------------------------------------------  
## Prob 1 478.186 2333862.477 1248033.409 0.652 0.605   
## Po1 1 479.725 2277777.427 1304118.458 0.636 0.587   
## M 1 482.112 2185720.119 1396175.767 0.610 0.558   
## Wealth 1 486.619 1993842.141 1588053.745 0.557 0.498   
## Ineq 1 492.983 1677190.103 1904705.783 0.468 0.397   
## ------------------------------------------------------------------------------  
##   
## Enter New Variables   
## ------------------------------------------------------------------------------  
## Variable DF AIC Sum Sq RSS R-Sq Adj. R-Sq   
## ------------------------------------------------------------------------------  
## Ed 1 476.040 2534863.508 1047032.378 0.708 0.645   
## U1 1 476.409 2523751.302 1058144.584 0.705 0.641   
## U2 1 477.242 2498281.153 1083614.733 0.697 0.633   
## M.F 1 477.574 2487942.942 1093952.944 0.695 0.629   
## LF 1 478.890 2446035.542 1135860.344 0.683 0.615   
## Time 1 478.950 2444085.323 1137810.563 0.682 0.614   
## Po2 1 479.035 2441329.165 1140566.721 0.682 0.613   
## Pop 1 479.098 2439257.520 1142638.366 0.681 0.613   
## NW 1 479.105 2439042.223 1142853.662 0.681 0.613   
## So 1 479.124 2438423.445 1143472.441 0.681 0.612   
## ------------------------------------------------------------------------------  
##   
## - Ed added   
##   
##   
## Step 6 : AIC = 476.04   
## Crime ~ Po1 + Ineq + Wealth + M + Prob + Ed   
##   
## Remove Existing Variables   
## ------------------------------------------------------------------------------  
## Variable DF AIC Sum Sq RSS R-Sq Adj. R-Sq   
## ------------------------------------------------------------------------------  
## Ed 1 477.124 2438416.018 1143479.868 0.681 0.626   
## Prob 1 478.051 2407742.938 1174152.948 0.672 0.616   
## Wealth 1 480.146 2335313.915 1246581.971 0.652 0.592   
## M 1 481.161 2298631.492 1283264.394 0.642 0.580   
## Po1 1 481.348 2291757.391 1290138.495 0.640 0.578   
## Ineq 1 494.862 1683760.669 1898135.217 0.470 0.379   
## ------------------------------------------------------------------------------  
##   
## Enter New Variables   
## ------------------------------------------------------------------------------  
## Variable DF AIC Sum Sq RSS R-Sq Adj. R-Sq   
## ------------------------------------------------------------------------------  
## U2 1 473.509 2661998.261 919897.625 0.743 0.677   
## U1 1 475.456 2609385.668 972510.218 0.728 0.658   
## LF 1 476.002 2594075.559 987820.326 0.724 0.653   
## Time 1 477.007 2565306.427 1016589.459 0.716 0.643   
## NW 1 477.574 2548710.883 1033185.003 0.712 0.637   
## So 1 477.702 2544924.805 1036971.081 0.710 0.635   
## M.F 1 477.730 2544087.315 1037808.571 0.710 0.635   
## Pop 1 477.942 2537787.620 1044108.266 0.709 0.633   
## Po2 1 478.020 2535460.419 1046435.467 0.708 0.632   
## ------------------------------------------------------------------------------  
##   
## - U2 added   
##   
##   
## Step 7 : AIC = 473.5091   
## Crime ~ Po1 + Ineq + Wealth + M + Prob + Ed + U2   
##   
## Remove Existing Variables   
## ------------------------------------------------------------------------------  
## Variable DF AIC Sum Sq RSS R-Sq Adj. R-Sq   
## ------------------------------------------------------------------------------  
## U2 1 476.040 2534863.508 1047032.378 0.708 0.645   
## Prob 1 476.519 2520449.884 1061446.001 0.704 0.640   
## Ed 1 477.242 2498281.153 1083614.733 0.697 0.633   
## Wealth 1 477.888 2478107.670 1103788.216 0.692 0.626   
## Po1 1 478.520 2457975.688 1123920.198 0.686 0.619   
## M 1 481.982 2341135.382 1240760.503 0.654 0.579   
## Ineq 1 494.632 1800910.001 1780985.884 0.503 0.396   
## ------------------------------------------------------------------------------  
##   
## Enter New Variables   
## -----------------------------------------------------------------------------  
## Variable DF AIC Sum Sq RSS R-Sq Adj. R-Sq   
## -----------------------------------------------------------------------------  
## Time 1 474.294 2693376.455 888519.430 0.752 0.676   
## LF 1 474.787 2680779.866 901116.020 0.748 0.671   
## So 1 475.244 2668933.530 912962.355 0.745 0.667   
## NW 1 475.325 2666820.540 915075.346 0.745 0.666   
## U1 1 475.449 2663577.526 918318.360 0.744 0.665   
## Pop 1 475.492 2662461.225 919434.661 0.743 0.664   
## M.F 1 475.505 2662098.161 919797.724 0.743 0.664   
## Po2 1 475.507 2662048.589 919847.297 0.743 0.664   
## -----------------------------------------------------------------------------  
##   
##   
## No more variables to be added or removed.  
##   
## Final Model Output   
## ------------------  
##   
## Model Summary   
## -----------------------------------------------------------------  
## R 0.862 RMSE 184.581   
## R-Squared 0.743 Coef. Var 20.622   
## Adj. R-Squared 0.677 MSE 34070.282   
## Pred R-Squared 0.504 MAE 127.287   
## -----------------------------------------------------------------  
## RMSE: Root Mean Square Error   
## MSE: Mean Square Error   
## MAE: Mean Absolute Error   
##   
## ANOVA   
## -----------------------------------------------------------------------  
## Sum of   
## Squares DF Mean Square F Sig.   
## -----------------------------------------------------------------------  
## Regression 2661998.261 7 380285.466 11.162 0.0000   
## Residual 919897.625 27 34070.282   
## Total 3581895.886 34   
## -----------------------------------------------------------------------  
##   
## Parameter Estimates   
## ---------------------------------------------------------------------------------------------  
## model Beta Std. Error Std. Beta t Sig lower upper   
## ---------------------------------------------------------------------------------------------  
## (Intercept) 882.916 32.809 26.911 0.000 815.598 950.234   
## Po1 164.745 67.323 0.481 2.447 0.021 26.610 302.880   
## Ineq 378.075 75.204 1.183 5.027 0.000 223.769 532.381   
## Wealth 266.440 114.685 0.827 2.323 0.028 31.125 501.755   
## M 140.702 45.849 0.457 3.069 0.005 46.628 234.776   
## Prob -122.299 60.001 -0.321 -2.038 0.051 -245.410 0.813   
## Ed 129.626 59.133 0.408 2.192 0.037 8.294 250.958   
## U2 72.373 37.465 0.217 1.932 0.064 -4.500 149.245   
## ---------------------------------------------------------------------------------------------

StepwiseBothFit.aic

##   
##   
## Stepwise Summary   
## -------------------------------------------------------------------------------------  
## Variable Method AIC RSS Sum Sq R-Sq Adj. R-Sq   
## -------------------------------------------------------------------------------------  
## Po1 addition 495.841 2453269.016 1128626.869 0.31509 0.29434   
## Ineq addition 491.397 2040698.043 1541197.843 0.43027 0.39467   
## Wealth addition 484.774 1595108.787 1986787.099 0.55467 0.51158   
## M addition 478.186 1248033.409 2333862.477 0.65157 0.60511   
## Prob addition 477.124 1143479.868 2438416.018 0.68076 0.62572   
## Ed addition 476.040 1047032.378 2534863.508 0.70769 0.64505   
## U2 addition 473.509 919897.625 2661998.261 0.74318 0.67660   
## -------------------------------------------------------------------------------------

plot(StepwiseBothFit.aic)
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**#Analysis:**

**Stepwise Regression is a combination of both Forward and Backward Regression.**

**All the three methods, Forward Regression, Backward Elimination and Stepwise Regression in both Directions returned the model with lm(Crime~Po1 + Ineq + Wealth + Prob + M + Ed + U2 ) using the Scaled Training Data.**  
  
BestModelWithTrainingData<- lm(Crime~Po1 + Ineq + Wealth + M + Ed + U2 +Prob, data = Training Data)  
summary(BestModelWithTrainingData)

##   
## Call:  
## lm(formula = Crime ~ Po1 + Ineq + Wealth + M + Ed + U2 + Prob,   
## data = Training Data)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -267.58 -125.25 -6.28 96.12 451.18   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) 882.92 32.81 26.911 < 2e-16 \*\*\*  
## Po1 164.74 67.32 2.447 0.02119 \*   
## Ineq 378.08 75.20 5.027 2.83e-05 \*\*\*  
## Wealth 266.44 114.69 2.323 0.02794 \*   
## M 140.70 45.85 3.069 0.00485 \*\*   
## Ed 129.63 59.13 2.192 0.03717 \*   
## U2 72.37 37.47 1.932 0.06395 .   
## Prob -122.30 60.00 -2.038 0.05143 .   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 184.6 on 27 degrees of freedom  
## Multiple R-squared: 0.7432, Adjusted R-squared: 0.6766   
## F-statistic: 11.16 on 7 and 27 DF, p-value: 1.476e-06

BestModelwithTestData<- lm(Crime~Po1 + Ineq + Wealth + M + Ed + U2 + Prob, data = TestData)  
summary(BestModelwithTestData)

##   
## Call:  
## lm(formula = Crime ~ Po1 + Ineq + Wealth + M + Ed + U2 + Prob,   
## data = TestData)  
##   
## Residuals:  
## 2 5 8 18 21 22 25   
## 163.97555 -73.52705 81.19548 57.51035 0.72107 -64.95555 -0.07717   
## 26 27 42 43 45   
## -128.98342 -28.64515 20.95836 15.66399 -43.83645   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) 919.86 43.57 21.111 2.98e-05 \*\*\*  
## Po1 399.55 60.51 6.604 0.00273 \*\*   
## Ineq 108.45 102.27 1.060 0.34872   
## Wealth -113.01 100.27 -1.127 0.32277   
## M 131.94 62.07 2.126 0.10070   
## Ed 294.87 94.78 3.111 0.03583 \*   
## U2 163.74 50.80 3.223 0.03218 \*   
## Prob -86.44 35.89 -2.409 0.07366 .   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 128.9 on 4 degrees of freedom  
## Multiple R-squared: 0.9798, Adjusted R-squared: 0.9444   
## F-statistic: 27.67 on 7 and 4 DF, p-value: 0.003117

**Analysis:**

**The Initial Model had 15 predictors. The Stepwise Selection model, forward regression and backward elimination models , all these three methods removed the same predictors and suggested best model as Crime~Po1 + Ineq + Wealth + Prob + M + Ed + U2 using the Scaled Training Data.**

**The Adjusted R^2 for Training Data Set is 0.6766 While for the test Data Set it is *0.9444. This shows that the Predictor elimination using stepwise Regression has lowered the Variance.***

**b. Lasso Regression**

**c. Elastic.Net Regression**

library(glmnet)

## Loading required package: Matrix

## Loaded glmnet 4.0-2

set.seed(82)  
  
# The cv part means we want to use Cross validation to   
#obtain the optimalvalues for Lambda.  
model\_lasso <- cv.glmnet(x=as.matrix(TrainingData[,-16]),  
 y = as.matrix(TrainingData[,16]),  
 alpha = 1 ,  
 nfolds = 8,  
 nlambda = 20,  
 type.measure = "mse",  
 family ="gaussian",  
 standardize = TRUE)  
model\_lasso.predicted<-predict(model\_lasso,s=model\_lasso$lambda.1se,newx=as.matrix(TestData[,-16]))  
#Lambda.1se is the value of lambda,that resulted in the simplest model(model with few non zero parameters)  
#and was within 1 standard error of the lambda that had the smallest sum.  
model\_lasso.predicted

## 1  
## 2 895.0571  
## 5 895.0571  
## 8 895.0571  
## 18 895.0571  
## 21 895.0571  
## 22 895.0571  
## 25 895.0571  
## 26 895.0571  
## 27 895.0571  
## 42 895.0571  
## 43 895.0571  
## 45 895.0571

# Find the accuracy   
sse = sum((model\_lasso.predicted - TestData[,16])^2)  
totalSumofSquares = sum((TestData[,16]-mean(TestData[,16]))^2)  
RSquared = 1- (sse/totalSumofSquares)  
RSquared

## [1] -0.005634715

#Elastic.Net Regression   
  
# The cv part means we want to use Cross validation to   
#obtain the optimalvalues for Lambda.  
model\_elasticnet\_alpha0.5 <- cv.glmnet(x=as.matrix(TrainingData[,-16]),  
 y = as.matrix(TrainingData[,16]),  
 alpha = 0.5 ,  
 nfolds = 8,  
 nlambda = 20,  
 type.measure = "mse",  
 family ="gaussian",  
 standardize = TRUE)  
model\_elasticnet\_alpha0.5.predicted<-predict(model\_elasticnet\_alpha0.5,s=model\_elasticnet\_alpha0.5$lambda.1se,newx=as.matrix(TestData[,-16]))  
#Lambda.1se is the value of lambda,that resulted in the simplest model(model with few non zero parameters)  
#and was within 1 standard error of the lambda that had the smallest sum.  
model\_elasticnet\_alpha0.5.predicted

## 1  
## 2 1111.1050  
## 5 971.0996  
## 8 1087.6278  
## 18 691.4622  
## 21 928.0997  
## 22 743.8468  
## 25 568.1519  
## 26 1292.4630  
## 27 631.7364  
## 42 357.4658  
## 43 1015.9012  
## 45 772.1347

# Find the accuracy   
sse = sum((model\_elasticnet\_alpha0.5.predicted - TestData[,16])^2)  
totalSumofSquares = sum((TestData[,16]-mean(TestData[,16]))^2)  
RSquared = 1- (sse/totalSumofSquares)  
AdjustedRSqaured = RSquared - (1-RSquared)\*15/(nrow(TestData)-15-1)  
AdjustedRSqaured

## [1] 2.25108

RSquared

## [1] 0.5450617

#Lets try more values of alpha  
# We create the Elastic.NET fit using the cv.glmnet() function,  
#which takes alpha values from 0.0,0.1,..1.0.  
list\_of\_fits <- list()  
for(i in 0:10)  
{  
 fit.name <- paste0("alpha",i/10)  
 list\_of\_fits[[fit.name]] <- cv.glmnet(x=as.matrix(TrainingData[,-16]),  
 y = as.matrix(TrainingData[,16]),  
 alpha = i/10 ,  
 nfolds = 8,  
 nlambda = 20,  
 type.measure = "mse",  
 family ="gaussian",  
 standardize = FALSE)  
}  
  
results <- data.frame()  
# This for loop will give us the error values for each model from above.  
for(i in 0:10)  
{  
 fit.name <- paste0("alpha",i/10)  
 predicted <- predict(list\_of\_fits[[fit.name]],  
 s=list\_of\_fits[[fit.name]]$lambda.1se,newx=as.matrix(TestData[,-16]))  
   
 # Find the accuracy   
 sse = sum((predicted - TestData[,16])^2)  
 totalSumofSquares = sum((TestData[,16]-mean(TestData[,16]))^2)  
 RSquared = 1- (sse/totalSumofSquares)  
 temp <- data.frame(alpha=i/10, Rsqaured=RSquared, fit.name)  
 results <- rbind(results, temp)  
}  
  
results

## alpha Rsqaured fit.name  
## 1 0.0 0.192802377 alpha0  
## 2 0.1 0.151978925 alpha0.1  
## 3 0.2 -0.005634715 alpha0.2  
## 4 0.3 -0.005634715 alpha0.3  
## 5 0.4 -0.005634715 alpha0.4  
## 6 0.5 0.281999903 alpha0.5  
## 7 0.6 0.151110822 alpha0.6  
## 8 0.7 -0.005634715 alpha0.7  
## 9 0.8 -0.005634715 alpha0.8  
## 10 0.9 0.218213133 alpha0.9  
## 11 1.0 -0.005634715 alpha1

model\_elasticnet\_alpha0.5$glmnet.fit

##   
## Call: glmnet(x = as.matrix(TrainingData[, -16]), y = as.matrix(TrainingData[, 16]), alpha = 0.5, nlambda = 20, family = "gaussian", standardize = TRUE)   
##   
## Df %Dev Lambda  
## 1 0 0.00 359.10  
## 2 4 19.67 221.20  
## 3 5 31.22 136.20  
## 4 7 38.91 83.89  
## 5 13 51.28 51.66  
## 6 13 63.84 31.82  
## 7 13 70.37 19.59  
## 8 14 73.82 12.07  
## 9 15 75.76 7.43  
## 10 15 76.79 4.58  
## 11 14 77.25 2.82  
## 12 13 77.42 1.74  
## 13 13 77.51 1.07  
## 14 14 77.55 0.66  
## 15 14 77.57 0.41  
## 16 15 77.58 0.25  
## 17 15 77.60 0.15  
## 18 15 77.61 0.09  
## 19 15 77.61 0.06  
## 20 15 77.61 0.04

**Analysis:**

For Using Lasso and Elastic.Net Regression in R, we used glmnet library.

Lasso Regression Penalty = Sum of Squared Residuals + Lambda1(|var1| + … + |varx|) + Lambda2(var1^2+…+varx^2).

Glmnet interprets these Lambda’s differently.

Glmnet has a single Lambda as shown:

Regression Penalty =Sum of Squared Residuals +

Lambda\*[ alpha\*(|var1| +…+ |varx|) + (1-alpha) (var1^2+..varx^2)].

When alpha = 0, Lasso penalty goes to zero and the model reduces to ridge regression.

When alpha = 1, Rigde regression penalty goes to zero and the model reduces to Lasso regression.

When 0< alpha < 1 , then the model reduces to Elastic.Net.

Lambda controls how much penalty to apply to the regression.

When Lambda = 0, the model reduces to Linear Regression as penalty = 0.

When Lambda > 0, then Elastis.Net penalty kicks in.

Run glmnet for finding Lasso and ElasticNet Best Models and these results are obtained

## alpha Rsqaured fit.name  
## 1 0.0 0.192802377 alpha0 -> This fit is Ridge Regression  
## 2 0.1 0.151978925 alpha0.1 -> This fit is Elastic.Net Regression  
## 3 0.2 -0.005634715 alpha0.2 -> This fit is Elastic.Net Regression   
## 4 0.3 -0.005634715 alpha0.3 -> This fit is Elastic.Net Regression  
## 5 0.4 -0.005634715 alpha0.4 -> This fit is Elastic.Net Regression  
## 6 0.5 0.281999903 alpha0.5 -> This fit is Elastic.Net Regression  
## 7 0.6 0.151110822 alpha0.6 -> This fit is Elastic.Net Regression  
## 8 0.7 -0.005634715 alpha0.7 -> This fit is Elastic.Net Regression  
## 9 0.8 -0.005634715 alpha0.8 -> This fit is Elastic.Net Regression  
## 10 0.9 0.218213133 alpha0.9 -> This fit is Elastic.Net Regression  
## 11 1.0 -0.005634715 alpha1 -> This fit is Lasso Regression

The Highest RSquared error is for model fit with alpha = 0.5 which is an Elastic.Net Regression. This model seems to be better than the rest.

Next best model is model fit with alpha = 0.9 which is also from Elastic.net Regression.

The Alpha = 0 is the Ridge Regression Model and Alpha = 1 is the Lasso Model.

Based on the Rsquared, Elastic.Net wins, then Ridge Regression is the next best and the next will be Lasso.

For the Best Elastic.Net Model, the lambda values ranged between 0.04 to 359.10 in the cv model.